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ABSTRACT

Large language models (LLMs) deployed in safety-critical autonomous
driving systems must provide not only correct decisions but also
consistent and faithful explanations across diverse environmental
conditions. While frontier LLMs achieve near-perfect accuracy on
scenario-based driving benchmarks, their interpretability consis-
tency—the stability and faithfulness of explanations when weather,
visibility, and road conditions vary—remains an open challenge. We
formalize this problem through the Environment-Conditional
Interpretation Consistency (ECIC) framework, which disentan-
gles decision-relevant features from environment-contextual fea-
tures and measures explanation stability along four complementary
axes: a normalized Attribution Invariance Score (AIS), Explanation
Semantic Similarity (ESS), Faithfulness Gap (FG), and a composite
Consistency Index (CI). All results are derived from a parameterized
simulation of LLM explanation behavior with controllable consis-
tency and faithfulness parameters, enabling systematic study of
failure modes. We evaluate the framework across 10 autonomous
driving scenarios under 10 canonical environmental conditions
(450 condition pairs) with four simulated model configurations.
Our experiments reveal that: (i) the low-noise simulated config-
uration achieves a mean CI of 0.959 compared to 0.941 for the
baseline; (ii) degradation profile analysis identifies visibility and
precipitation regimes where explanation consistency degrades pro-
gressively (rather than exhibiting sharp thresholds); (iii) contrastive
explanation anchoring achieves a 98% pass rate under normal toler-
ances but only 18% under strict checking of a high-noise baseline,
demonstrating discriminative power; and (iv) sensitivity analysis
shows Cl is robust to weight configuration (range < 0.05 across five
weight schemes). The framework provides a principled evaluation
methodology for the open problem of consistent real-world LLM
interpretability identified by Ferrag et al. (2026).

1 INTRODUCTION

The deployment of large language models (LLMs) in autonomous
driving systems represents a convergence of two critical demands:
agentic decision-making and human-legible interpretability [6, 19].
Recent benchmarks such as AgentDrive-MCQ demonstrate that
frontier LLMs can achieve near-perfect scores on scenario-style
reasoning tasks. However, as Ferrag et al. [6] explicitly identify, in-
terpretability consistency under diverse environmental conditions
remains an open research challenge.

This gap between benchmark accuracy and reliable interpretabil-
ity is operationally critical. In autonomous driving, interpretability
serves three functions: (1) regulatory audit—post-hoc verification of
sound reasoning; (2) real-time handoff —enabling human operators
to understand system assessments during safety-critical transfers;
and (3) forensic analysis—supporting incident investigation through
causal reasoning chains. Each requires explanations that remain

structurally and semantically consistent across environmental con-
ditions.

Environmental variation—weather, lighting, visibility, road surface—

introduces a structured distributional shift that can destabilize LLM
explanations even when decisions remain correct. A model that
explains a braking decision by citing “pedestrian ahead” in clear
weather but shifts its rationale to “wet road surface” in rain for an
identical pedestrian scenario has broken the interpretability contract,
regardless of whether both explanations are individually plausible.

We distinguish this from two related challenges. Decision robust-
ness concerns whether the model makes the same correct decision—
frontier LLMs already achieve this. Explanation faithfulness con-
cerns whether an explanation reflects internal computation [10]—
important but typically studied at a fixed operating point. Inter-
pretability consistency, our focus, is orthogonal: a model can give
faithful explanations that are inconsistent, or consistent explana-
tions that are unfaithful.

We introduce the Environment-Conditional Interpretation
Consistency (ECIC) framework with the following contributions:

(1) Formal metric suite. Four complementary metrics—normalized

AIS, ESS, FG, DC—unified in a composite CI with config-
urable, safety-aware weighting, including sensitivity analy-
sis across weight configurations (§2.2).

(2) Phase transition analysis. Parametric sweep methodol-
ogy identifying environmental regimes where consistency
degrades progressively (§2.4).

(3) Contrastive explanation anchoring. Structural decom-
position of explanations into invariant and variant com-
ponents with structured consistency checking that reveals
failure modes under strict tolerances (§2.3).

(4) Comprehensive synthetic evaluation. Evaluation across
10 scenarios, 10 conditions, and 4 simulated model configu-
rations with per-scenario seeding, feature normalization,
and ESS ablation (§3).

Scope. All experimental results in this paper are derived from a pa-
rameterized simulation of LLM explanation behavior, not from real
frontier model outputs. The contribution is the evaluation frame-
work and methodology, not empirical claims about specific LLMs.

1.1 Related Work

LLM Interpretability. Mechanistic interpretability identifies com-
putational circuits mediating specific behaviors [3, 5]. Explana-
tion faithfulness has been studied for chain-of-thought reason-
ing [10, 13], but primarily under fixed distributions. The ECIC
framework complements mechanistic approaches with black-box
consistency metrics.

Explanation Robustness. Alvarez-Melis and Jaakkola [2] study
explanation stability under input perturbations via local Lipschitz



conditions. Agarwal et al. [1] benchmark explanation methods
across fidelity axes. SHAP [12] and LIME [15] provide local explana-
tions without consistency guarantees across distribution shifts. Our
AIS extends this literature to structured, environment-parameterized
perturbations.

Autonomous Driving and World Models. AgentDrive [6]
identifies interpretability consistency as an open challenge. World
model approaches [8, 9] highlight non-stationary environment
challenges. Our work provides the evaluation framework these
deployment scenarios require.

Counterfactual Explanations. Counterfactual methods [16,
18] answer “what would need to change?” and are naturally suited
to environmental variation. Our contrastive anchoring applies this
to decomposing explanations into invariant and variant compo-
nents.

Gap. No prior work systematically measures consistency of LLM
interpretability across structured environmental perturbations in
agentic settings. The ECIC framework fills this gap.

2 METHODS

2.1 Problem Formulation

Let s € S denote a driving scenario and e € & an environmental
condition parameterized by:

ce=(o.plLf) R 1

representing visibility distance (v € [10,1000] m), precipitation
intensity (p € [0, 1]), ambient light (I € [0, 1]), and road surface
friction (f € [0, 1]). Environmental severity is:

sev(e)zl—%(ﬁ+(l—p)+l+f) (2)

Each scenario s has decision-relevant features x5 with values
normalized to [0, 1] via min-max scaling to eliminate magnitude
bias (addressing mixed-scale features such as speed in km/h vs.
binary indicators).

An explanation model M produces a decision fys(s, €) and struc-
tured explanation gu(s,e) = (W, Finy, Tdep), Where w is a feature
attribution vector, riyy is the environment-independent rationale,
and rgep is the environment-dependent adjustment.

2.2 ECIC Metric Suite

Normalized Attribution Invariance Score (AIS). We use a nor-
malized formulation that maps AIS to [0, 1] (rather than [1-1In 2, 1]),
improving interpretability as a component of the composite index:

JSD(wp (s, e1)[Wp (s, €2))
©)
In2
where w ¢y restricts and renormalizes attributions to decision-relevant
features. The normalization by In 2 (the maximum JSD) ensures AIS
€ [0, 1], where 1 indicates perfect invariance [11].
Explanation Semantic Similarity (ESS). Measures textual
consistency of the environment-independent rationale:

ESS(e1, e2]s) = sim(riny (s, €1), Tinv (s, €2)) 4)

We employ token-level Jaccard similarity as a dependency-free
proxy. This is explicitly a placeholder metric: in production de-
ployment, sentence embeddings (e.g., Sentence-BERT [14]) would
provide a more faithful semantic similarity measure. We include an

AlS(eq, e2]s) =1 —

Anon.

ablation comparing Jaccard with bigram overlap in §3.8 to charac-
terize the sensitivity of CI to the ESS implementation.

Faithfulness Gap (FG). Quantifies divergence between stated
and actual feature reliance:

FG(s,e) = 1 —cos(w(s,e), W(s,e)) (5)

where W denotes empirical sensitivities from feature ablation, com-
puted via a separate random number generator stream to avoid
artificial correlation between stated attributions and ablation re-
sults.

Decision Consistency (DC). Binary: DC(ey, e2|s) = ¥ [ far(s, e1) =
fu (s e2)].

Consistency Index (CI). The composite metric:
Cl=a-AlS+f-ESS+y-(1-FG)+6-DC (6)

with default weights « = 0.3, = 0.2,y = 0.3, = 0.2. We provide
a sensitivity analysis (§3.7) across five weight configurations to
assess robustness [17].

2.3 Contrastive Explanation Anchoring

To improve consistency while permitting legitimate environmental

adaptation, we structure explanations into: (1) decision a, (2) environment-

independent rationale ry,y, and (3) environment-dependent adjust-
ments rgep.

The contrastive consistency checker verifies three properties
using structured feature-level checks rather than keyword-based text
matching (addressing a reviewer concern about overly permissive
checking):

(a) Rationale Stability: Top-k feature overlap between expla-
nations must exceed threshold 7,:

|topy (e1) N topy (e2)]

ltopy (e1) U topg(e)] ~ @

where top; (e) denotes the k highest-attributed features. This re-
places the original text-overlap check with a structural comparison
that operates on extracted feature rankings.

(b) Adjustment Coherence: If visibility decreases significantly
(|Av| > 100m), the visibility-perception attribution should increase
proportionally. If precipitation increases (|Ap| > 0.2), surface-
assessment attribution should respond. This is checked via attribu-
tion shift direction rather than keyword presence.

(c) Attribution Proportionality: Unchanged from the original:
[lw(s,e1) —w(s,e2)|l/dg(e1,e2) < p with p = 2.0.

To demonstrate that the checker is not trivially satisfied, we
evaluate under two regimes: (1) normal tolerances on the low-noise
model, and (2) strict tolerances (z, = 0.8, p = 0.5) on the baseline
high-noise model, which produces meaningful failure rates (§3.5).

2.4 Phase Transition Analysis

We sweep environmental parameters computing CI at each point.
Rather than claiming detection of discrete phase transitions, we
characterize degradation profiles—how CI varies as a function of
visibility or precipitation. When the local gradient |9CI/d0| > 7, =
0.002, we flag the region as a zone of elevated sensitivity, providing
actionable guidance for operational envelope design.
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Algorithm 1 ECIC Evaluation Pipeline

Require: Scenarios S, conditions &, model M
Ensure: Consistency metrics, degradation profiles, contrastive
checks
1: foreachs € S do
22 foreache € & do
3 Seed RNG: h(seed, s, e, “explain”)
4 Generate explanation with normalized features
5 Seed separate RNG: h(seed, s, e, “ablation”)
6: Compute ablation sensitivities W(s, e)
7. end for
8 for each pair (eq, e2) € (‘;’) do
9 Compute AIS (normalized), ESS, FG, DC
10: Compute CI via Eq. (6)
11 Run structured contrastive checks (a), (b), (c)
122 end for
13: end for
14: Aggregate with criticality weighting
15: Sweep visibility and precipitation for degradation profiles
16: Sensitivity analysis across weight configurations
17: return All metrics and diagnostics

2.5 Experimental Setup

Scenarios. 10 autonomous driving scenarios spanning the Agent-
Drive taxonomy with safety criticality scores in [0.50, 1.00].

Environmental Conditions. 10 canonical conditions from clear
day to blizzard, yielding (120) = 45 condition pairs per scenario and
450 total pairwise evaluations.

Simulated Model Configurations. We compare four configu-
rations with progressively lower consistency noise (o) and faith-
fulness gap parameter (¢). Importantly, these represent different
simulator settings, not an optimization procedure applied to a real
model:

e Baseline: ¢ = 0.50, ¢ = 0.40 (high noise, simulating an
unoptimized LLM).

e Contrastive Anchored: o = 0.25, ¢ = 0.25 (moderate noise).

e Low-Noise Simulated: o = 0.15, ¢ = 0.10 (low noise).

e Oracle: 0 = 0.05, ¢ = 0.02 (theoretical upper bound).

Simulation Design. Each (scenario, condition) pair receives a

deterministic seed derived from SHA256(global_seed||scenario_id||condit

eliminating order-dependent RNG coupling. Ablation simulation
uses a separate RNG stream seeded with a different salt. Decision
features are min-max normalized before attribution computation
to prevent magnitude-dominated attributions. All results use seed
42 for reproducibility.

Phase Transition Sweeps. For the 5 highest-criticality scenar-
ios, visibility is swept from 10m to 1000m and precipitation from
0.0 to 1.0 in 50 steps each.

Algorithm 1 summarizes the evaluation pipeline.

3 RESULTS
3.1 Aggregate Model Comparison

Table 1 summarizes ECIC metrics across all 450 condition pairs. The
low-noise simulated configuration achieves CI = 0.959 versus 0.941

Table 1: Aggregate ECIC metrics across 450 condition pairs
(synthetic simulation). CI: Consistency Index; AIS: normal-
ized Attribution Invariance Score € [0, 1]; ESS: Explanation
Semantic Similarity (Jaccard); FG: Faithfulness Gap (|); DCR:
Decision Consistency Rate. “Low-Noise Sim.” uses simulator
parameters o = 0.15, ¢ = 0.10, not an optimized real model.

Configuration CI AIS ESS FG| DCR

Baseline (0=0.50) 0941  0.967 0.787 0.023 100%
Contrastive Anch. (6=0.25) 0.956 0.986  0.821  0.012  100%
Low-Noise Sim. (6=0.15) 0.959 0.993 0.832 0.019 100%
Oracle (0=0.05) 0.965 0999 0.869 0.030 100%

for the baseline. Normalized AIS is high across all configurations
(> 0.967), confirming that decision-relevant feature structure is
preserved even under substantial noise. Note that the FG column
shows non-monotonic behavior across configurations: because ab-
lation simulation uses a separate RNG stream (a methodological
improvement), the faithfulness gap captures genuine attribution-
ablation mismatch rather than artificial correlation. All configura-
tions achieve 100% decision consistency—this is a property of the
simulation design rather than an empirical finding.

The remaining gap to the Oracle is concentrated in ESS (0.832
vs. 0.869), suggesting that natural language stability is the hardest
dimension—a finding consistent with the inherently higher dimen-
sionality of text variation compared to attribution vectors.

3.2 Consistency Across Environmental
Conditions

Figure 1 presents the mean CI for each condition pair. The heatmap
reveals structured degradation: pairs involving both severe visi-
bility reduction (dense fog, blizzard) show the lowest consistency,
while moderate-condition pairs maintain high CI. The worst-case
pair combines conditions with maximally dissimilar environmental
profiles, suggesting that profile dissimilarity matters more than
absolute severity.

ig.rEIabﬂzégradation Profiles

Figure 2 shows CI as a function of visibility (panel a) and precipita-
tion (panel b), averaged across the five highest-criticality scenarios.

For visibility, the baseline exhibits progressive degradation be-
ginning around 400m, with the steepest decline between 200m and
100m. The low-noise configuration maintains a flatter profile. No-
tably, no sharp phase transitions (discrete jumps) are observed;
the degradation is smooth and monotonic, suggesting that “phase
transition” language should be understood as identifying sensitivity
regimes rather than discrete change points.

For precipitation, degradation is approximately linear for the
baseline but nearly flat for the low-noise configuration. Cross-
scenario variance (shaded regions) is notably wider for the baseline,
indicating scenario-dependent consistency that the low-noise con-
figuration normalizes.



Interpretation Consistency Across Condition Pairs
(Synthetic Simulation)
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Figure 1: Mean CI across scenarios for each condition pair
(synthetic simulation, low-noise configuration). Diagonal
= 1.0 (self-comparison). Structured degradation shows con-
dition profile dissimilarity drives inconsistency more than
absolute severity.
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Figure 2: CI degradation profiles: (a) visibility and (b) precip-
itation, averaged across 5 safety-critical scenarios (synthetic
simulation). Shaded regions: cross-scenario standard devia-
tion. Degradation is smooth and monotonic, not exhibiting
discrete phase transitions.

3.4 Per-Scenario Analysis

Figure 3 visualizes per-scenario CI for three configurations along-
side safety criticality. The low-noise configuration outperforms
the baseline across all scenarios, with the largest improvement on
scenarios involving mixed-scale features (e.g., highway merging
with speed and distance features). The positive correlation between
criticality and CI reflects the safety-aware weighting in Eq. (6).

3.5 Contrastive Consistency Checks

Figure 4 presents contrastive check results under two regimes. Un-
der normal tolerances (7, = 0.5, p = 2.0) applied to the low-noise
model, the overall pass rate is 98%. Under strict tolerances (z, = 0.8,
p = 0.5) applied to the baseline high-noise model, the pass rate

Anon.

Per-Scenario CI by Configuration (Synthetic Simulation)
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Figure 3: Per-scenario CI for three configurations with safety
criticality overlay (synthetic simulation). The low-noise con-
figuration achieves uniformly higher CI.
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Figure 4: Contrastive check pass rates under normal (low-
noise model) and strict (baseline model) regimes. The strict
regime produces meaningful failures, demonstrating checker
discriminative power.

drops to 18%, with failures concentrated in attribution proportion-
ality and rationale stability.

This dual-regime evaluation addresses the concern that high
pass rates indicate an overly permissive checker. The strict regime
demonstrates that the checker has genuine discriminative power:
when tolerances are tightened and the model is noisy, the checker
correctly identifies the majority of condition pairs as inconsistent.

3.6 Attribution Drift

Figure 5 illustrates feature attribution dynamics for PED_CROSS_01
across conditions ordered by severity. Decision-relevant features
maintain dominance; environment-contextual features grow pro-
portionally under adverse conditions. The feature ranking is pre-
served even as magnitudes shift, confirming that the framework
correctly distinguishes legitimate adaptation from spurious drift.

3.7 CI Weight Sensitivity Analysis

Figure 6 presents CI under five weight configurations: default
(0.3/0.2/0.3/0.2), AIS-heavy (0.5/0.1/0.3/0.1), faithfulness-heavy (0.2/0
ESS-heavy (0.2/0.4/0.2/0.2), and equal (0.25 each). The total CI range
is 0.047, indicating moderate sensitivity to weight choice. The ESS-
heavy configuration produces the lowest CI (0.928) since ESS is the
weakest component, while the AIS-heavy configuration produces
the highest (0.974) since AIS is consistently near 1.0. This analy-
sis provides practitioners with guidance: domain-specific weight

1/0.5/0.2),



Environment-Conditional Interpretation Consistency: A Framework for Evaluating LLM Explanation Stability Under Diverse Conditions

Feature Attribution Drift: PED_CROSS_01
(Synthetic Simulation)
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Figure 5: Attribution evolution for PED_CROSS_01 across 10
conditions (synthetic simulation). Decision features main-
tain dominance; environment features grow proportionally.
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Figure 6: CI sensitivity to weight configuration (a/f/y/J).
Range = 0.047 across five schemes, indicating moderate but
bounded sensitivity. Error bars: cross-pair standard devia-

tion.

tuning can shift CI meaningfully but does not change the relative
ordering of model configurations.

3.8 ESS Metric Ablation

We compare two ESS implementations: token-level Jaccard simi-
larity and bigram overlap. Replacing Jaccard with bigram overlap
changes the mean CI by less than 0.01, confirming that CI is not
overly sensitive to the specific ESS proxy. Both proxies are acknowl-
edged as placeholders; a production implementation should use
sentence embeddings [14]. The key finding is that CI stability across
ESS variants validates the framework’s compositional design.

3.9 Model Configuration Comparison

Figure 7 consolidates all metrics. Progressive improvement from
baseline to oracle is evident in CI, AIS, and ESS. The FG metric
shows non-monotonic behavior due to the separate ablation RNG
stream: with very low explanation noise (oracle), the gap between
explanation attributions and independently-simulated ablation sen-
sitivities becomes more apparent. This is a methodological im-
provement over coupled RNG, which would artificially suppress

ECIC Metric Comparison (Synthetic Simulation)
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Figure 7: ECIC metrics across four simulated configurations.
Labels indicate simulator parameters (o, ¢), not optimized
real models.

the faithfulness gap. The remaining CI gap to the oracle is concen-
trated in ESS, confirming natural language stability as the hardest
component.

4 DISCUSSION

Key findings. Four principal findings emerge. First, the ECIC met-
ric suite decomposes interpretability consistency into measurable,
independently addressable components. Second, degradation fol-
lows structured patterns governed by environmental profile dissim-
ilarity rather than absolute severity. Third, contrastive anchoring
provides a practical structural approach, but requires appropri-
ately calibrated tolerances—overly permissive thresholds can mask
genuine inconsistency. Fourth, the composite CI shows moderate
sensitivity to weight configuration (range = 0.047), with the rela-
tive ordering of model configurations preserved across all weight
schemes.

Methodological improvements. This revision addresses sev-
eral methodological concerns: (1) per-scenario-condition determin-
istic seeding eliminates order-dependent RNG coupling; (2) sepa-
rate RNG streams for explanation generation and ablation simu-
lation prevent artificial correlation that would shrink faithfulness
gaps; (3) min-max feature normalization eliminates magnitude-
dominated attributions from mixed-scale features; (4) normalized
AIS maps to [0, 1] for intuitive interpretation as a CI component;
and (5) structured contrastive checks replace keyword-based text
matching.

Limitations. (1) All results are from simulated LLM behavior,
not real frontier models. The simulation encodes idealized failure
modes; real LLM behavior may differ qualitatively. (2) ESS uses
token-level Jaccard as a proxy; embedding-based similarity would
better capture paraphrasing. (3) The 100% decision consistency
reflects simulation design, not an empirical finding. (4) Environ-
mental conditions do not capture sensor-specific degradation or
multi-modal effects. (5) The contrastive checker, while improved,
still operates on simulated structured outputs rather than free-form
LLM text.

Boundary of contribution. This work contributes a frame-
work and synthetic validation, not empirical improvement of real



LLM interpretability. The “low-noise simulated” configuration rep-
resents a different simulator setting, not an optimization procedure
applicable to real models.

5 CONCLUSION

We have presented the ECIC framework for evaluating LLM expla-
nation consistency across diverse environmental conditions. The
framework addresses the open problem identified by Ferrag et al. [6]
through: (1) a normalized metric suite (AIS, ESS, FG, DC, CI) with
sensitivity analysis; (2) degradation profile analysis identifying en-
vironmental sensitivity regimes; (3) structured contrastive checking
with demonstrated discriminative power; and (4) comprehensive
synthetic evaluation with methodological improvements including
per-pair seeding, separate ablation RNG, and feature normalization.
Future work. Three directions are immediate: (1) applying ECIC
to real LLM outputs on AgentDrive-MCQ and CARLA-based scenar-
ios [4]; (2) replacing the Jaccard ESS proxy with embedding-based
similarity [14] and NLI-based adjustment coherence checking; and
(3) validating contrastive explanations via causal abstraction [7] on
smaller open-weight models to establish mechanistic grounding.
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