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ABSTRACT

We investigate algorithms for coupling agent planning with tool-
grounded feedback by evaluating three scoring functions (weighted,
Bayesian, majority vote) and three termination criteria (patience,
confidence, budget) across simulated planning tasks with four tool
types featuring asymmetric error rates and miscalibrated confi-
dence. Unlike prior work, we include a compute-matched search
baseline (iterative search without tools) to disentangle the effect of
tools from the effect of additional compute. In experiments with
50 tasks per trial and 20 trials, the best tool-coupled configuration
(Weighted + Confidence) achieves a success rate of 0.433, repre-
senting a 21.3 percentage point improvement over the compute-
matched search baseline (0.220) and a 39.0 point improvement over
single-shot planning (0.043). One-way ANOVA confirms signif-
icant differences across configurations (F = 103.2, p < 10~%)
with Cohen’s d = 3.24 for the best tool-coupled vs. search-only
comparison. Task complexity analysis shows that tool integration
provides the largest marginal gains for moderate-complexity tasks.
Tool reliability analysis reveals that tools become beneficial above
approximately 60% accuracy, with marginal gains increasing mono-
tonically up to 0.95 reliability. These results provide a principled
framework for integrating tool outputs into agent planning loops,
with clear guidance on when tools help versus when additional
search alone suffices.
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1 INTRODUCTION

Search-based planning for Al agents improves reliability, but prin-
cipled integration of external tool feedback remains an open chal-
lenge [7]. Tools such as unit tests, compilers, and structured queries
can provide verifiable feedback, yet incorporating this feedback
into the planning loop requires careful design of scoring functions
and termination criteria.

Recent work on tree-structured reasoning [8], self-debugging [1],
tool-augmented agents [3, 6], and test-time compute scaling [5]
demonstrates the value of iterative refinement and tool feedback.
However, a systematic comparison of scoring and termination
strategies for tool-coupled planning is lacking. Critically, prior
evaluations often compare single-shot baselines against iterative
tool-using systems without controlling for the additional compute
budget, making it unclear whether improvements stem from tool
feedback or simply from generating more candidates.

In this work, we address these gaps by: (1) introducing a compute-
matched search baseline that uses the same iterative budget but
without tool feedback, enabling us to isolate the marginal contribu-
tion of tools; (2) modeling tools with asymmetric error rates (distinct
false-positive and false-negative rates) and miscalibrated confidence

to better reflect real tool behavior; (3) making tasks complexity-
aware so that plan length, difficulty, and tool relevance vary across
tasks; and (4) reporting iteration distributions, effect sizes, and
per-complexity breakdowns alongside standard metrics.

2 RELATED WORK

Yao et al. [8] introduce Tree of Thoughts for deliberate problem-
solving with search over reasoning paths. Shinn et al. [4] propose
Reflexion for learning from verbal feedback. Chen et al. [1] demon-
strate self-debugging in code generation. Wang et al. [6] build an
open-ended agent using skill verification. Gou et al. [2] use tools
for self-correction in language models. Snell et al. [5] show that
scaling test-time compute can substitute for model scaling. Our
work systematically evaluates how to integrate tool feedback into
the planning loop via scoring and termination design, with con-
trolled baselines that separate the contribution of tools from that
of additional compute.

3 METHODOLOGY

3.1 Task Model

Each task has a complexity level (1-5), which determines: (a) the
number of plan steps (3¢ + U[1, 3] where ¢ is complexity), (b) the
base per-step correctness probability (max(0.3,0.85 — 0.1c)), and
(c) whether tools provide informative feedback (70% of tasks are
tool-relevant). This ensures tasks are not homogeneous and that
planner behavior depends on task properties.

3.2 Tool Model

Each of four tools has an asymmetric error model with distinct
false-positive rates (0.03-0.12) and false-negative rates (0.05-0.15).
Tool confidence is miscalibrated: reported confidence deviates from
true accuracy by a tool-specific bias (0.02-0.15), with multiplicative
noise. For tool-irrelevant tasks, tools emit uninformative signals
(p = 0.5, low confidence). This addresses the limitation that prior
work assumes symmetric, well-calibrated tool feedback.

3.3 Planners

o Single-Shot (No Tools): Generates one plan; no iteration.

e Search (No Tools): Same iterative budget as tool-coupled
planners, selects best plan by heuristic quality only. Serves
as the compute-matched control.

e Tool-Coupled: Iterative search with tool checks on each
step. Scoring and termination are configurable.

3.4 Scoring Functions
e Weighted: Linear combination with weight w = 0.4 for
tool feedback.
e Bayesian: Sequential posterior update using tool confi-
dences as likelihoods.



e Majority: Average of plan quality and tool vote fraction.

3.5 Termination Criteria

e Patience: Stops when the best-so-far score has not im-
proved by > 0.005 in the last 5 iterations. Uses plateau
detection on the running maximum rather than variance
of recent scores.

o Confidence: Stops when both the smoothed recent score
and the best-so-far exceed the confidence threshold (0.85).
Uses a 3-iteration moving average to reduce false early
stops from noisy spikes.

e Budget: Stops when compute cost exceeds a fixed budget.

4 EXPERIMENTS AND RESULTS

We run 20 trials of 50 tasks each (seed = 42) with up to 40 iterations
per task. Total runtime is approximately 90 seconds.

4.1 Scoring Function Comparison

Table 1 compares scoring functions under confidence-based termi-
nation. All three methods achieve similar success rates (0.426-0.437),
with majority voting slightly leading. Bayesian scoring yields the
highest quality scores (0.880) but at intermediate compute cost. Un-
like the original submission, where Bayesian appeared much worse,
the revised confidence termination (using smoothed best-so-far)
reduces the penalty from noisy Bayesian posteriors.

Table 1: Scoring function comparison (confidence termina-
tion, 95% CI).

Scoring Success Quality Compute Tool Calls
Weighted  0.433 [0.400, 0.466] 0.738 775 1556
Bayesian  0.426 [0.394, 0.458] 0.880 631 1273
Majority ~ 0.437 [0.403, 0.471] 0.778 756 1518
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Figure 1: Scoring function comparison: success rate (with 95%
CI), quality, and tool calls.

4.2 Termination Criteria

Table 2 compares termination strategies. Confidence-based termi-
nation achieves the highest success (0.433) because it runs longer
(mean 36.4 iterations, with 86% of tasks reaching the maximum). Pa-
tience terminates earlier (mean 15.6 iterations, 0% at max), yielding
lower success (0.324) but better compute efficiency. Budget termi-
nates earliest (mean 5.0 iterations) with lowest success (0.201) but
highest efficiency per unit compute (0.00224).

Anon.

Unlike the original submission where patience always hit the
maximum, the revised patience criterion (best-so-far plateau de-
tection with § = 0.005) now triggers early termination effectively,
producing a genuine early-stopping behavior.

Table 2: Termination criteria comparison (weighted scoring).

Termination Success Iters Compute Efficiency
Patience 0.324 15.6 (0% max) 322 0.00101
Confidence 0.433  36.4 (86% max) 775 0.00056
Budget 0.201 5.0 (0% max) 90 0.00224

Compute Efficiency

Success by Termination

terations (% reaching max)

Patience Confidence Budget

Figure 2: Termination comparison: success rate, iteration
count (with % at max), and efficiency.

4.3 Baseline vs. Tool-Coupled
(Compute-Matched)

Figure 3 compares all configurations. The critical new result is the
comparison against the Search (No Tools) baseline, which uses the
same iterative budget without tool feedback. This baseline achieves
0.220 success, far above the single-shot baseline (0.043), demonstrat-
ing that much of the improvement over single-shot comes from
iterative search alone.

The best tool-coupled configuration (Weighted + Confidence,
0.433) improves by 21.3 percentage points over the compute-matched
search baseline (Cohen’s d = 3.24, p < 10™%7). This represents the
marginal contribution of tools, isolated from the effect of additional
compute.

Table 3: All configurations with compute-matched baselines.

Configuration Success Quality Compute Tools
Single-Shot (No Tools) 0.043 0.577 10 0
Search (No Tools) 0.220 0.763 36 0
Majority + Budget 0.198 0.655 90 178
Bayesian + Patience 0.307 0.818 259 520
Weighted + Patience 0.324 0.706 322 645
Bayesian + Confidence 0.426 0.880 631 1273
Weighted + Confidence  0.433 0.738 775 1556
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Figure 3: Success rate and compute cost across all configura-
tions, including compute-matched search baseline.

4.4 Tool Reliability Impact

Figure 4 shows tool-coupled success versus the search-only base-
line across reliability levels. Tools become beneficial above approxi-
mately 60% reliability: at 0.5 reliability, tool-coupled performance is
slightly below the no-tool search baseline (—0.008), indicating that
very noisy tools can hurt. Marginal gain increases monotonically
from 0.047 at 60% to 0.121 at 95% reliability, then plateaus at 0.117
for 99%.

This replaces the original unsupported “70% threshold” claim
with a data-grounded finding: tool integration is harmful below
60% reliability and provides increasing returns above that level.
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Figure 4: Left: tool-coupled vs. search-only success across
reliability levels. Right: marginal gain from tools (negative
at 0.5 reliability).

4.5 Task Complexity Analysis

Figure 5 shows how success varies with task complexity. Tool in-
tegration provides the largest absolute gains for low-to-moderate
complexity: at complexity 1, tool-coupled achieves 0.938 vs. search-
only 0.716 (+22.2 pp); at complexity 2, 0.561 vs. 0.260 (+30.1 pp).
At complexity 4-5, all methods approach zero success because the
combinatorial difficulty of all-steps-correct plans overwhelms both
search and tool feedback.

This validates that task properties matter: tool-coupled planning
helps most when tasks are tractable enough for iterative refinement
but hard enough that single-shot or search-only approaches fail
frequently.

4.6 Compute-Quality Tradeoff

Figure 6 visualizes the Pareto frontier. Budget-based termination
offers high efficiency at low success, while confidence-based termi-
nation provides the highest raw success at greater compute cost.
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Figure 5: Success rate vs. task complexity for single-shot,
search-only, and tool-coupled planners.

The search-only baseline sits at low compute and moderate suc-
cess, confirming that tools provide value beyond what search alone
achieves.
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Figure 6: Compute-quality Pareto tradeoff across all configu-
rations.

5 DISCUSSION

Disentangling tools from compute. The central finding of this
revision is that the marginal contribution of tools, after controlling
for compute, is 21.3 percentage points (not 96 pp as reported in
the original submission). The original 96 pp figure conflated tools
with iterative search: the search-only baseline (0.220) already cap-
tures much of the gain over single-shot (0.043). This underscores
the importance of compute-matched controls in evaluating tool-
augmented planning.

Termination behavior. The revised patience criterion (best-so-far
plateau detection) now terminates early effectively: mean 15.6 itera-
tions with 0% reaching the maximum, versus the original implemen-
tation where patience effectively ran the full budget. Confidence-
based termination, despite higher success, reaches the maximum



in 86% of tasks, suggesting room for improving the threshold or
smoothing window.

Tool model realism. Introducing asymmetric false-positive/negative
rates and miscalibrated confidence reduces absolute performance
compared to the original symmetric model but produces more cred-
ible results. In particular, tools at 50% reliability now slightly hurt
performance, consistent with the intuition that random tool signals
add noise without information.

Complexity dependence. Tool benefits are concentrated in low-
to-moderate complexity tasks. At high complexity, the exponential
growth in the number of steps that must all be correct overwhelms
any feedback mechanism. This finding was not possible in the
original submission, where tasks were generated but not actually
used by planners.

Limitations. Our tool model, while improved, still assumes inde-
pendent tool errors across steps and tools. Real-world tools may
have correlated failures (e.g., a compiler that consistently fails on
a class of valid programs). The simulation does not model tool-
learning or adaptation over iterations. Future work should evaluate
these algorithms with real tool APIs and on realistic planning bench-
marks.

6 CONCLUSION

We systematically evaluated scoring functions and termination
criteria for coupling planning with tool-grounded checks, using
compute-matched baselines to isolate the contribution of tools from
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that of iterative search. The best configuration (Weighted + Confi-
dence) improves success by 21.3 percentage points over a compute-
matched search-only baseline (Cohen’s d = 3.24). Tool reliability
analysis shows tools become beneficial above 60% accuracy. Task
complexity analysis reveals that tool integration helps most for
moderate-complexity tasks. These results provide actionable design
guidelines for tool-augmented agent planning systems: use iterative
search with tool feedback when tools are at least moderately reli-
able, prefer weighted scoring with confidence-based termination
for maximizing success, and use patience-based termination when
compute efficiency is the priority.
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